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Chapter 1

Introduction

In this manuscript we present the connexions between a series of research works that we’ve con-
ducted. In all of them we have the motivation to analyse the mathematical foundations of cryptog-
raphy and hence to make possible secure and fast credit cards, internet communications, distant
authentication to a machine, electronic signature of documents, etc. We have hence to analyse the
hardness of a series of mathematical problems and, while doing so, we are reliant on various math-
ematical theorems. In some cases they exist in the literature and our works are new applications
of these results. But in other cases we formulate and prove new mathematical statements, which
have a mathematical relevance independent of the motivation we had to study them.

A landmark event in cryptography is the development of quantum computers, a new paradigm
of computing which breaks a series of cryptosystems, called pre-quantum, while it leaves others,
called post-quantum, at the same level of security with minor modifications. I launched the present
research line in the years 2010-2015 when pre and post-quantum cryptography were both inter-
esting. The preference for pre-quantum cryptography was based on the absence of post-quantum
cryptography from the NIST recommendations and the estimation of the experts according to which
pre-quantum cryptography was to be secure for at least twenty years, see for e.g. [Mos18] where
the estimates of the period 2010-2015 are described.

In 2016, the NIST issued a report [CCJ+16] where it is estimated that post-quantum cryptog-
raphy must be deployed alongside pre-quantum cryptography before 2036. Then, in the period
2016-2025 there was a lot of progress in the development of quantum computers. A measure of
their size is the number of quantum bits (qubits) and the record evolved from 16 qubits in 2016 to
1433 qubits in 2024.
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Figure 1.1: Illustration of the NFS algorithm, its variants, its cryptographic applications and its
more fundamental ramifications.

In Figure 1 we try an analogy between pre-quantum cryptography, and especially an algorithm
called NFS, and zeppelin airships: both of which had their time of glory and then fell in disgrace
but left behind an important legacy. In Chapter 2 we present the number field sieve (NFS),
an algorithm which has many steps, each of which having made the object of improvements of
mathematical and algorithmic nature. In our works we presented new variants which change the
asymptotic complexity and took part of record computations. For example, in a record computation
in a field with p2 elements for a prime p the computation time was 160 times less than expected
(see Table 2.2 for more details). In the illustration, the NFS algorithm is the main object of
study which was improved and modified in many fashions (like a zeppelin airship, which was the
object of variants (e.g. helium vs hydrogen) and technical improvements). In Chapter 3 we present
the cryptographic applications of the NFS. It is the state-of-the art algorithm to attack the RSA
and DSA cryptosystems, two of the most important solutions for TLS, a component of https. A
newer variant of NFS, proposed before our works, extended the algorithm to attack a new type
of cryptosystems known as pairing-based. All these cryptosystems are pre-quantum and (as the
applications of the zeppelin airships are outdated) they will become disallowed after 2036 according
to a NIST report [MPR+24]. In Chapters 4 and 5 we present the mathematical results which were
formulated as ramifications of the NFS algorithm (in the same way the industry of zeppelin airships
lead the foundations of fabric mechanics). Finally, in Chapter 6 we adopt the quantum paradigm
and investigate a series of use cases taking profit among others of to the machinery which was
proposed for the pre-quantum cryptography.

1.1 Variants of the NFS algorithm

Let us introduce and summarize Chapter 2.

NFS is an algorithm from the Index Calculus family: in 1922 Kraitchik [Kra22] proposed an
algorithm to factor integers. If one can find a non-trivial factor then one can completely factor by
iterating the procedure, so we focus on the first task. In the same vein as in Lagrange’s algorithm,
one computes a random solution of the equation x2 ≡ y2 (mod N), with uniform probability (in
some variants under heuristics). If N is an odd number other than a prime power, then at least half
of the solutions (x, y) are such that x ≡ y modulo some prime factors of N and x ≡ −y modulo the
others. By computing gcd(x− y,N) thanks to the Euclid’s algorithm one finds a non-trivial factor
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of N . In a book for high-school students, Kraitchik proposed an algorithm where one enumerates
the residues x2 mod N for x = ⌈

√
N⌉, etc. Clearly, if the residue, seen as an element of Z is a

square then one can immediately terminate the algorithm. However, the proportion of squares
in an interval of lenght N is 1/

√
N , so in the general case the residue is not an integer square.

Kraitchik proposed to collect the values of those x for which x2 mod N are B-smooth, i.e. having
all prime factors less than a bound B. The equations of the form

x2 ≡
∏
p<B

pe(x,p) mod N, (1.1)

for some exponents e(p), are called relations. When π(B) relations are collected one solves a linear
system and finds exponents f(x) ∈ {0, 1} such that

∀p < B,
∑

x relation

f(x)e(x, p) ≡ 0 mod 2.

Then one has x2 ≡ y2 mod N where

y =
∏
p<B

p
1
2

∑
x relation f(x)e(x,p),

The NFS algorithm considers two irreducible polynomials f and g in Z[x] which have a common
root m modulo N . Let αf (resp. αg) be a complex root of f (resp. g). Without entering into
details of algebraic number theory we note that under some assumptions on f and g which are easy
to satisfy one collects polynomials ϕ ∈ Z[x], called relations, such that

ϕ(αf ) =
∏

p(αf ) small elements of Q(αf )
pe(ϕ,p)

ϕ(αg) =
∏

q(αg) small elements of Q(αg)
qe(ϕ,q),

(1.2)

for some integers e(x, p) and e(x, q).
Then one has an equation which is analogous to (1.1):∏
p(αf ) small elements of Q(αf )

p(m)e(ϕ,p) ≡ ϕ(m) ≡
∏

q(αg) small elements of Q(αg)

q(m)e(ϕ,q) mod N (1.3)

Our contribution concerns the modification of the algorithm. We proposed several modifications
of the NFS:

- In a variant called the multiple number field sieve we replace the two polynomials f and g by
a large number of polynomials; the idea was proposed by Coppersmith in a different context.

- In a variant called the tower number field sieve we proposed to replace the polynomials f
and g, which in the classical variant belong to Z[x], with polynomials in Z(ι)[x] for a complex
number ι (e.g. Z[i][x] where i2 = −1).

- In a practical improvement we proposed a new method to select the polynomials f and g
which have smaller coefficients and degree and therefore speed up the relation collection. The
method applies only when the NFS is applied to the finite fields with pn elements when n has
a given size relative to the bit size of pn. In particular for cryptographic sizes the method
applies the best for n = 2 and n = 3.

- In a variant called the extended number field sieve (exTNFS) we combined the TNFS and
the Conjugation method of polynomial selection. This applies to a wide range of finite fields
pn, in particular n = 4, 6, 8, 10 and 12, which have important consequences in cryptography.
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Figure 1.2: Illustration of a public key encryption method.

1.2 Cryptographic applications

Cryptography is divided as follows:

- Symmetric cryptography where two parties, called Alice and Bob, have a common secret and
they use an encryption method to ensure the confidence of their communications. Other
objectives include the so called hash functions.

- Asymmetric cryptography, or public-key cryptography, where Alice and Bob desire to estab-
lish a common secret key. This is called key encapsulation method (KEM) and can be done in
two manners: 1) Alice selects a random key and sends it to Bob via a public key encryption
method or 2) Alice and Bob communicate back and forth via the insecure channel until they
reach a common key. Let us give more details:

1. This can be done as in Figure 1.2 where Alice sends an encrypted message to Bob
(see [DH76]). Bob makes public his public key and Alice uses it to encrypt her message.
Finally, Bob uses his private key to decrypt. In the illustration the public key corresponds
to an open padlock, encrypting corresponds to putting the message in a box and closing
it with the padlock, while the private key corresponds to the key which allows to open
the padlock again, which is kept (secret) by Bob.

2. A second manner to establish a common secret key is that Alice and Bob communicate
back and forth through the unsecure channel until they establish a key, this is called a
key exchange method (see Figure 1.3 for an illustration). In the illustration, there exists
a common source of identical balls of unknown weight which are publicly available, Alice
and Bob have sources of identical balls whose weight are known only to their owners. In
the first round of the key exchange method, Bob puts a common ball in a box, adds a
ball of his own and sends the box to Alice. At the same time Alice puts a common ball
in another box, adds a ball of her own and sends it to Bob. In the second round Alice
and Bob add a ball of their own to the received box. The common secret is the weight
of the obtained box, which is equal to the two resulted boxes.
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Figure 1.3: Illustration of a public key exchange method.

Other tasks of public key cryptography include the authentication and electronic signature.

Several realizations of the KEMs have been proposed but only three have been standardized by
the NIST until 2020 and deployed in the TLS. The RSA cryptosystem is an asymmetric encryption
method (see point 1. and Figure 1.2) and relies on the hardness of factoring integers; to have the
largest security one uses integers N = pq, where p and q are two primes. Other methods based on
the knapsack problem and error correcting codes were proposed in the same period (late 1970s) but
they were much slower for the same security level and haven’t been standardized before 2020. Since
Shor’s quantum algorithm has a variant for integer factorization, RSA is part of the pre-quantum
cryptography. Recently the NIST has selected asymmetric encryption methods based on lattices
(ML-KEM) and on error correction codes, which are part of the post-quantum cryptography.

The Diffie-Hellman (DH) key exchange method (see point 2. and Figure 1.3) can be used
whenever one has a commutative group G acting on a set X; we denote the action of a ∈ G on
x ∈ X by [a]x. The public information is an element g ∈ X. Alice draws a random secret a ∈ G
and Bob draws a random secret b ∈ G. In round 1 of the protocol, Alice computes ga := [a]g
and Bob gb := [b]g and they make them public. In round 2 Bob computes gba := [b]ga and Alice
computes gab := [a]gb. Because G is commutative, one has gba = gab, so Alice and Bob have a
common piece of information. There have been (partial) theorems on the equivalence between the
problem of computing gab from ga and gb and the problem of computing g when given [g]x and
x. The latter is called the discrete logarithm problem in general, but sometimes one specified the
group because its hardness is not stable by group isomorphism.

Here are three examples:

- X = Z/pZ for a prime p (or more generally F∗
q for a prime power q). Note that X is a cyclic

group, so the group G = Z/|X|Z acts as follows: for any a ∈ Z/|X|Z and g ∈ X,

[a]g = ga mod p.
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This is abreviated as DH for Diffie-Hellman. The problem of computing a when given g and
ga is called the finite field discrete logarithm problem, (finite field DLP or simply DLP) which
is vulnerable to Shor’s quantum algorithm and is therefore part of pre-quantum cryptography.

- Let Fq be a finite field and a, b ∈ Fq. We call rational points of the elliptic curve y2 = x3+ax+b
(or more generally y2 = f(x)) the set X of projective solutions in Fq of the equation. It is
known that X is a commutative group and one sets as before G = Z/|X|Z. The action of
a ∈ Z/|X|Z on g ∈ X is

[a]g = g + g + · · ·+ g︸ ︷︷ ︸
a times

.

This is abbreviated as ”elliptic curve Diffie-Hellman” (ECDH). The construction generalizes
to the Jacobian associated to hyperelliptic curves of genus 2, which are a competitor to elliptic
curve cryptography. The problem of computing a when given g and [a]g is called the elliptic
curve discrete logarithm problem (ECDLP), an instance of the DLP so the ECDH is part of
pre-quantum cryptography.

- Let E be an elliptic curve and G the set of subgroups of E. It is known that for any subgroup
A ⊂ E there exists a unique elliptic curve E′ and a rational map from E to E′, called an
isogeny, whose image is isomorphic to E/A. Then one sets X to be the set of isogenies starting
from E, i.e. {E/A | A subgroup of E}. The action of a subgroup A on an elliptic curve E/B
is

[A](E/B) = E/(A+B).

One obtains the supersingular elliptic curve isogeny-based Dieffie-Hellman (SIDH), a com-
petitive candidate for standardization as part of the post-quantum cryptography.

An important remark is that the ellectronic signature can be done with a modification of RSA,
and hence based on a hardness assumption of the integer factorization, with a method called DSA
which is based on the hardness of the DLP and on ECDSA which is based on the hardness of
the ECDLP. Hence, before 2020 all the NIST-standardized electronic signatures were based on the
factorization, the DLP or the ECDLP, being therefore vulnerable to Shor’s algorithm. Alternative
methods are now NIST-starndardized.

A more recent tool in public-key cryptography are bilinear maps, which allow to do tasks like
zero-knowledge proofs (zknarks), identity-based encryption (IBE) and others. They are maps

η : E1 × E2 → F∗
q ,

where E1 and E2 are elliptic curves and Fq a finite field. Breaking the DLP in F∗
q or the ECDLP

in one of the elliptic curves E1 and E2 compromises the security of the pairing.

The main contribution of my PhD thesis is to tackle the DLP (in finite fields). The only finite
fields recommended by the NIST were Fp with p prime and F2n (and slightly slower F3n) for an
integer n. The latter case was less recommended (e.g. by the ANSSI) and, to our knowledge, it
had no industrial deployment. The improvements on the Fp case didn’t have an impact on the key
sizes. The situation was different on the case of small characteristic, i.e. the fields F∗

2n , where the
quasi-polynomial algorithm [BGJT14] determined the elimination of these cryptosystems.

In the case of pairings, the fastest implementations are those where the target field Fq is such that
q = p12 for a prime p or q = 2n (ans similarly 3n) for an integer n, see e.g. [BLTMR+09], [BGDM+10]
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pairing time (ms) reference comment

before BN 0.85 [BGDM+10] broken by NFS variants
attacks binary field 1.87∗ [BLTMR+09] broken by the quasi-poly algo.

BLS12 1.3 pre-quantum secure
after BN 1.4 [GMT20] pre-quantum secure

attacks GMT8 1.5 pre-quantum secure

Table 1.1: Best record implementations of pairings before and after the attacks presented in this
document. The case of binary pairings has a ∗ because they have inportant speed-ups on dedicated
hardware, i.e. FPGA.

and [GMT20] and other works with similar results. Table 1.2 shows that the better understanding
of the NFS algorithm implied that the overall performences of pairing-based cryptography, rather
than certain pairings, are slightly less attractive than previously believed. We get more into depth
in Chapter 3.

1.3 Mathematical results of a more fundamental nature inspired
by the NFS

1.3.1 Significance of the error term in the smoothness formula of binary forms

For any integer n > 1, P+(n) is the largest prime factor of n and by convention we set P+(1) = 1.
A y-friable integer (called y-smooth in a cryptographic context as in Section 2) is an integer such
that P+(n) < y. We call ψ(x, y) the cardinality of the set

Ψ(x, y) = {n ≤ x | P+(n) < y}.

In a study of y-friable numbers, Dickman considered the ρ function defined as follows:

ρ(u) = 1 0 ≤ u ≤ u
uρ′(u) + ρ(u− 1) = 0 u > 1.

Thanks to a heuristic model, Dickman formulated the conjecture that

ψ(x, x1/u)/x ∼ ρ(u), (1.4)

when u is in an interval with respect to x which has to be specified. De Bruin proved the result
for a certain range of values of y. In Chapter 4 we require the conjecture for smaller values of y:
log y = (log x)c for a constant 0 < c < 1. This theorem was proven a few decades later:

Theorem 1 (Canfield, Erdös, Pomerance 1983). Uniformly on the domain x ≥ 3,
(log log x)5/3+ϵ ≤ log y ≤ log x. one has ψ(x, y)/x = ρ(u) = u−u+o(u).

An ideal is y-friable if its norm is y-friable and we denote ψK(x, y) the cardinality of the set

ΨK(x, y) = {u integer ideal in K | N(u) ≤ x and P+(N(u)) < y}. (1.5)
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Hildebrand and Tenenbaum proved that, uniformly on the domain of the CEP theorem

ψK(x, x1/u)

ψK(x,∞)
∼ ρ(u).

Saias extended Equation (1.4) and obtained an asymptotic development with a constant number
I of terms. Finally, a theorem of Hanrot, Wu and Thenenbaum states that

ψ(x, x1/u)/x =
∑
i<I

ai
ρ(i)(u)

(log u)i
+OI,ϵ

(
ρ(I+1)(u)

(log y)I+1

)
, (1.6)

when u ≤ (log y)3/5−ϵ and a1, . . . , aI are constants.
In cryptography, one requires results on finer sets of integers, the most notably being the images

of polynomials and the cardinalities of elliptic curves.

Definition 2. 1. Let f ∈ Z[x] be a univariate polynomial of content 1 and call F its associated
binary form F (X,Y ) = Y deg ff(X/Y ). Let K ∈ R2 be a compact set whose boundary is a
continuous curve with piecewise continuous derivative. We set for any x and B

ΨF (x,B) = {(X,Y ) ∈ xK
⋂
Z2 | P+(F (X,Y )) < B}

Ψ
(1)
F (x,B) = {(X,Y ) ∈ xK

⋂
Z2 | gcd(X,Y ) = 1 and P+(F (X,Y )) < B}.

(1.7)

2. Let E be an elliptic curve with rational coefficients. For any x and B we set

ΨE(x,B) = {p ≤ x prime where E has good reduction | P+(|E(Fp)|) < B}. (1.8)

The cardinalities of these sets are denoted by ψ
(1)
F (x,B) and ψE(x,B).

We prove theorems on the asymptotic development of these quantities. The first order of
approximation is the same as that of a random integer of the same size, which is not unexpected.
The second order term, however is interesting because it allows to compare the polynomials (resp.
the elliptic curves) to each other. We get more into depth in Chapter 4.

1.3.2 Progress on Mazur’s program

Let E be an elliptic curve with coefficients in a number field k. For any integer N , we note
E[N ] = {P ∈ E(Q), [N ]P = 0}. The field Q(E[N ]), generated by the x and y coordinates of
the N -torsion points is called the N -torsion field and is a Galois extension of Q. We call the
representation mod N the embedding

ρE,N,Q : Gal(Q(E[N ])) → Aut(E[N ])
σ 7→ (x, y) 7→ (σ(x), σ(y))

For any basis P and Q of E[N ] we have a non-canonical isomorphism Aut(E[N ]) ≃ GL2(Z/NZ):

P σ = aP + bQ
Qσ = cP + dQ

7→
(
a b
c d

)
Mazur’s program demands to find the set of all elliptic curves which have a given Galois rep-

resentation. In Chapter 5 we explain that this is always possible give a finite description of one of
the following types:
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- the list of curves if there are finitely many;

- formulas of rational fractions if the family is so-called of genus 0;

- an elliptic curve and a point whose multiples have the x coordinate equal to the j-invariants
of the elliptic curves of the desired set.

See Chapter 5 for the particular cases of Mazur’s program that we solved.

1.4 Use cases of quantum computing

1.4.1 A new paradigm of computation

Quantum computers are a technology of the future, but also a source of inspiration today for
theoretic computer science. In a nutshell, a quantum computer of n quantum bits (qubits for
short) stores information on a non-zero linear combination of elements of {0, 1}n:

|ψ⟩ =
∑

i∈{0,1}n
ai|i⟩.

To store the same information on a classical computer it requires the space of 2n complex numbers
at a precision equal to the error rate of the quantum computer. We don’t have access directly to
the full information of a quantum computer. Instead we can measure |ψ⟩ and the output can be
any of the vectors i ∈ {0, 1}n following the law:

Prob

(
result of the
measure is |i⟩

)
=

|ai|2∑
j∈{0,1}n |aj |2

. (1.9)

A computational operation, also called quantum gate, is the application of any invertible linear map
to the vector |ψ⟩. To emulate its effect on a classical computer, before improvements, it requires
to multiply a 2n × 2n matrix with complex entries by a column vector. A universal set of gates
formed of the four gates below:

H = 1√
2

(
1 1
1 −1

)
S =

(
1 0
0 i

)
CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 T =

(
1 0

0 ei
π
4

)
. (1.10)

Note that a universal set of gates is defined as a set which allows to approximate any gate up to a
given error threshold.

The development of quantum computers is in its infancy: the largest quantum computers built
until 2025 have between 100 and 1500 qubits. Error mitigation and error correction are needed to
keep the errors below a certain threshold. The number of qubits required by an algorithm, called
logical qubits, is multiplied by a factor between 5 and 1000 to obtain the number of qubits of a
quantum computer which executes it, called physical qubits.
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1.4.2 Two objectives of quantum computing

Quantum algorithms are a source of inspiration1 for classical algorithms. For example the equiv-
alence of the average case and worst case of the SVP was proven first by a quantum algorithm
(see [Reg09]) and later by a classical one (see [Pei09]). The problem of computing short gener-
ators in ideals of multiquadratic number fields was first solved by a efficient quantum algorithm
(see [BS16]) and later by an efficient classical one (see [BBdV+17]).

In [BB24] we proposed an extension of the DLP variant [EG24] of Regev’s quantum algorithm
to the Jacobian of hyperelleiptic curves of large genera. We proved that the hardness of the DLP
decreases when the genus increases. This mirrors a result of Adleman et al. [ADH94] in the classical
paradigm.

In other cases the quantum algorithms allow to answer questions which are still open in the
classical paradigm. For example, the literature of integer factorization and that of the DLP are
mirrors of each other. Similarly, Shor’s seminal article [Sho94] proposed quantum algorithms for
the two problems in two sections which are apparently unrelated. A natural question is if the
two problems reduce to each other or, in the negative case, how are they related. Kitaev [Kit96]
answered the question in the quantum paradigm by the fact that the two problems are direct
applications of the same problem, called the hidden subgroup problem.

Given a number field K, the unit group computation is an ingredient of the cryptanalysis of
certain lattice-based cryptosystems. The cyclotomic fields have some of thee fastest arithmetic
and are preferable for implementing these cryptosystems, so it is important to decide whether the
unit group can be computed with fewer resources than in the general case. In [BP23] we proposed
an algorithm which uses fewer qubits than the general purpose algorithm. This doesn’t have any
consequence on the time complexity in both the quantum and the classical paradigm.

The cryptosystems based on the elliptic curve discrete logarithm have a better speed when the
elliptic curves are carefully selected. The NIST and Certicom recommendations contain a short list
of elliptic curves, which are used by almost all users of ECDH and ECDSA. This corresponds to a
negative answer to the question whether the ECDLP requires fewer resources if the tackled elliptic
curve has small coefficients. In [BBP24] we proposed a variant of Regev’s quantum algorithm to
attack elliptic curves with small coefficients. This separates the two paradigms because there is no
argument for a similar result on the classical computers.

1.4.3 Seeking the quantum advantage

Quantum computers having between 100 and 1000 qubits have been shipped to computing centers
of public research organisms, e.g. Pasqal shipped a 100 qubit analogical computer to the GENCI
French computing center and the digital computer Quandela is scheduled to be in exploitation
before 2026. These computers are large enough to illustrate Shor’s algorithm on toy examples of
less than 10 qubits. It opens the question of a hybrid implementation of the NFS to factor integers
of up to 70 decimal digits. For this, on a classical computer one uses the ECM algorithm whereas
this is expected to be replaced some day by a quantum computer. In [Bar21] we ran an experiment
to tune the parameters of the cado-nfs software for a hybrid computation.

The development of quantum computers is done in parallel with the implementation of algo-
rithm, hence the applications show what are the most urgent features to be made possible. Eker̊a’s
variant [Eke20] replaces Shor’s algorithm, which executes a single run by numerous runs of less

1This can be compared with the geometric theorems which inspire results in algebraic geometry.
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operations each. Similarly, Regev’s algorithm has the same overall gate complexity as Shor’s initial
algorithm, but it is distributed in a large number of runs. In [BBP24] we proposed a certification
technique and explicit details for an implementation of the algorithm on toy examples. We enter
more into depth in Chapter 6.
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Chapter 2

New and old variants of the NFS
algorithm

2.1 Number field sieve

The factorization and DLP in finite fields, central to public-key cryptology, have an asymptotic
difficulty that depends on the number field sieve algorithm (NFS) or certain analogous algorithms.
A notation adapted to the complexity of NFS is as follows. For any N , c > 0 and 0 ≤ α ≤ 1 we
set:

LN (α, c) = exp
(
(c+ o(1))(logN)α(log logN)1−α

)
.

Here N is the function’s variable while α and c are constants which compare the complexities of
various algorithms. When c is not important, we simply write L(α).

Every NFS variant which uses two polynomials can be modified to use multiple ones, as is it
was mentioned in Section 2.5. In some cases this allows to reduce the constant c in the complexity
LN (α, c). For any variant its multiple field counterpart is denoted with an M prefix. All the variants
which use two fields are particular cases of the extended number field sieve (exTNFS).

Let us recall the main stages of exTNFS when the target field is Fpn . As an illustration we use
Figure 2.1.

1. Polynomial selection. Given a parameter η, chosen among the divisors of n, one selects a
polynomial h ∈ Z[t] of degree η which is irreducible modulo p. We call R the maximal order
of the number field of h and note that R/pR ≃ Fpη . Let ω be a root of h in Fpη . Then one
selects two polynomials f and g in Z[t, x] so that f(ω, x) and g(ω, x), seen as elements of
Fpη [x], have a common factor φ(x) which is irreducible of degree κ := n/η. In the particular
case when gcd(η, κ) = 1 we can take f, g ∈ Z[x].

2. Sieve. Given two parameters A and B, one collects all (up to sign) pairs (a(t), b(t)) of polyno-
mials of degree≤ η−1 in Z[t] or equivalently the tuples in the set {(a0, . . . , aη−1, b0, . . . , bη−1) ∈
[−A,A]2η | a0 ≥ 0}, called sieving domain, so that Nf and Ng are B-smooth, where

Nf = Rest

(
Resx

(
η−1∑
i=0

ait
i − x

η−1∑
i=0

bit
i, f(t, x)

)
, h(t)

)
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R[x]

Kf ⊃ R[x]/⟨f⟩ R[x]/⟨g⟩ ⊂ Kg

(R/pR)[x]/⟨h⟩

mod f mod g

mod p
mod h

mod p
mod h

Figure 2.1: Commutative diagram of the exTNFS algorithm.

is the norm on the f side, and similarly for g instead of f . In order to emphasize the analogy
with the simpler variants of NFS, we put E = Aη which is a good approximation of the square
root of the cardinality of the sieving domain.

3. Filtering. Unknowns which occur in a single relation are called singletons and are deleted
together with the corresponding equation. Additionally, using elementary transformations of
the matrix one can create new singletons. This leads to a smaller matrix and hence a faster
resolution of the linear system.

4. Linear algebra step. One computes the right kernel of the sparse matrix obtained after the
filtering using the Wiedemann algorithm or its block variants. The coordinates of the kernel
vector are called virtual logarithms.

5. Individual logarithms. Given a generator g of Fpn and an element h, compute the discrete
logarithm logg h using the virtual logarithms.

The history of NFS started with Pollard’s seminar article [Pol93], which targeted factorization
of a particular set of integers. It was rapidly adapted to factoring any integers and to solving the
DLP in prime finite fields, i.e. n = 1. This simplifies considerably the algorithm: h(t) = t, i.e.
R = Z, the pairs of polynomials (a(t), b(t)) are here pairs of coprime integers (a, b) with a > 0 and
the constraints on the polynomials f and g are simpler: f, g ∈ Z[x] irreducible having a common
root modulo p, which has an elementary solution (see e.g. my thesis [Bar13]).

When the target field is Fpn with n > 1 the analysis of the algorithm was done more than ten
years later and it requires a careful choice of the number fields involved.

2.2 The tower number field sieve (TNFS)

To solve the DLP in Fpn , Schirokauer proposed what can be seen in the exTNFS framework as the
case η = n. In [BGK15], we adapted the algorithm proposed by Schirokauer 15 years earlier. The
objective is to use the polynomial selection method adapted to Fp for any field Fpn with n > 1. To
do this, we consider a polynomial h ∈ Z[x] of degree n such that p is inert in its number field; we

14



Q(ι)

Q(ι, α) Q(ι, β)

Q

Figure 2.2: The number fields involved in the TNFS algorithm.

denote by ι (resp. ω) a root of h in Q[x]/⟨h⟩) (resp. Fp[x]/⟨h⟩). We then choose two polynomials f
and g ∈ Z[x] which have a common root modulo p. Figure 2.2 illustrates the number fields involved
in the TNFS algorithm. In the sieve step one enumerates pairs (a(ι), b(ι)) in Z[ι].

Our main contribution was to present Schirokauer’s variant in a modern language and to do
the analysis, so that the available range of exponents n is computed.

The time cost of the algorithm is determined by the size of the norms Nf = NQ(ι,α)/Q(ϕ(α))
and Ng = NQ(ι,β)/Q(ϕ(β)). A precise analysis shows that

Nf = C(n)|h|n(deg f−1)|f |nmax(|a|, |b|)n deg f , (2.1)

where C(n) is a factor whose logarithm is negligible compared to the logarithm of the other factors,
so its contribution is hidden in the o(1) term of the algorithm’s complexity. Since h can be equal to
any lift to Z[x] of irreducible polynomials of degree n of Fp[x], we use the heuristic that a proportion
of 1/n of the 3n possible polynomials with coefficients in {−1, 0, 1} are irreducible; we therefore use
the heuristic that |h| = 1.

In order to keep a set of polynomials ϕ of the same cardinality as in the classical case, we must
take ∥ ϕ ∥ = E1/n where E is the bound on the norm of the polynomials ϕ ∈ Z[x] used in the
classical version. Note that |f | depends only on p: there exists a constant c depending on the
method of polynomial selection method such that |f | = pc. We thus obtain

log2(Nf ) = (1 + o(1)) log2((p
n)cEdeg f ).

Thus we obtain the same binary size of Nf as when the field of the discrete logarithm is FP for P
a prime of the same bit size as pn.1

2.3 Practical improvements and record computations

Joux, Lercier, Smart and Vercauteren [JLSV06] solved the same problem of extending the NFS
from the case n = 1 to the case n > 1 in a different fashion than Schirokauer. Inside the exTNFS

1This algorithm was recognized as one of the top 3 papers at the Asiacrypt 2015 conference, and we were invited
to submit a more comprehensive version to the Journal of Cryptology.
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framework, one takes η = 1, i.e. R = Z in Figure 2.1 and selects polynomials f and g, which inside
Fp[x] have a common divisor φ which is irreducible of degree n.

The construction of such polynomials has been the subject of much work. Some methods, e.g.,
conjugation [BGGM15], only adapt to certain exponents n for a given bit size of pn. For example,
the conjugation method allows to obtain a complexity of L(1/3, 3

√
48/9) when p = Lpn(2/3,

3
√
12),

which is better than the complexity obtained with the best polynomial selection method for p =
Lpn(ℓp) with 1/3 < ℓp < 2/3.

We sought to understand the complexity of the discrete logarithm problem beyond its asymp-
totic complexity. Indeed, hidden factors are important when establishing key sizes for use in
cryptographic standards and can open new avenues of research that lead to changes in asymptotic
complexity.

2.3.1 New methods of polynomial selection

The polynomial selection step takes a time that is negligible from an asymptotic point of view and,
in computational records, takes between 0% and 10% of the total time, but which determines the
speed of the rest of the calculations. Polynomial selection solves the following problem: given a
prime p and three integers n, df , dg such that min(df , dg) ≥ n, find two polynomials f and g with
coefficients such that their reductions modulo p have a common factor ϕ ∈ Fp[x] that is irreducible
of degree n.

Let’s abbreviate df = deg f and dg = deg g. When df = dg = n, the polynomial selection has
an optimal solution (JLSV1 method of Joux et al. [BGGM15, Sec 3.1]):

- f is a polynomial of degree n that is irreducible modulo p;

- g = f + p.

A variation proposed by the same authors aims to obtain two polynomials f and g such that
max(∥ f ∥, ∥ g ∥) < cp for a constant c. This is possible thanks to rational reconstruction, an
application of the Lenstra-Lenstra-Lovasz (LLL) theorem: given a prime p and an integer a ∈
[0, p− 1], there exist two integers u, v ∈ [1, 4

√
2
√
p]. such that

a ≡ u

v
(mod p).

We start by choosing two polynomials f1 and f2 such that deg f1 = n and deg f2 ≤ n− 1. Then we
choose an integer a ∈ [21/4p, p− 1] such that f := f1 + af2 is irreducible modulo p. We calculate u
and v such that a ≡ u/v (mod p) and set g := vf1+uf2. Note that f and g are equal modulo p up
to a constant factor. The proof that f ̸= g follows from the fact that (a, 1) is not a valid rational
reconstruction of a because a > 21/4.

In [BGGM15], we used rational reconstruction to obtain a new method. As in the JLSV1

method, we begin by choosing two polynomials f1 and f2 such that f1+
√
ef2 is irreducible modulo

p, where
√
e denotes an integer lift of a solution to the equation x2−e ≡ 0 (mod p) for the smallest

prime e = 2, 3, 5, . . . such that a solution. Then, we apply rational reconstruction to
√
e:

√
e ≡ u

v
(mod p).

Finally, we set g = vf1 + uf2 and f = f21 − ef22 . Note that the polynomial g has the same degree
and norm as in the JLSV1 method. The polynomial f is such that deg f = 2n and ∥ f ∥ = O(log p).
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p = LQ(ℓp) 1/3 < ℓp < 2/3 best ℓp = 2/3 2/3 < ℓp ≤ 1

TNFS [Sch00, BGK15] none none 64

NFS-JLSV [JLSV06] 128 64 64

NFS-(Conj and GJL) [BGGM22] 96 48 64

exTNFS [KB16] 48 48 64

Table 2.1: The complexity of each algorithms in the medium and large prime cases. Each cell
indicates c if the complexity is LQ(1/3, (c/9)

1
3 ). When ℓp > 1/3 we assume that n is smooth.

field
decimal
digits

ref. comment date

Fp2 160 [BGGM14] first record of June 2014
more than 100 digits

160 times faster than August 2014
Fp2 180 [BGGM15] the DLP in Fp (Bouvier et al. 2014)

contrary to previous estimations and records

Fp3 156 beat a record of 120 digits 2015
(Joux et al. 2006)

Fp4 120 first record for n = 4 of 2015
more than 100 digits.

Table 2.2: DLP records in Fpn for small n > 1

A detailed analysis is required to compare the conjugation to JLSV1. When p = Lpn(2/3, 12
1/3)

we obtain a complexity of Lpn(1/3,
3
√
48/9), which is the lowest complexity over all non-small cases

studied.

We conclude this section with a summary of the complexity of the variants of NFS in Table 2.1
and the records we obtained in Table 2.2.

2.4 The use of Galois isomorphisms

In the FFS algorithm, analogous to NFS, each pair (a, b) such that F (a, b) and G(a, b) are B-smooth
allows to obtain n − 1 other pairs without computation. This reduces the cost of the sieve by a
factor n. Furthermore, there are relations of the form log p = c log p for any ideal p in the factor
base, where c is a constant. This reduces the linear system by a factor n and the cost of the linear
algebra step by a factor n2 (Wiedemann’s algorithm has quadratic time complexity).

In [BGGM22], we describe a method for constructing pairs of polynomials that save a factor of
n during the sieve step in logarithm computation in the field Fpn . This has resulted in a factor of
n in computational records we performed for n = 2 and n = 3 (see Table 2.2), as well as in Laurent
Grémy’s record for n = 6.
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Z[x]

Z[α1] Z[α2]

Fpn

Figure 2.3: Commutative diagram of the NFS algorithm.

2.5 The Multiple number field sieve (MNFS)

In this section we denote by f1 and f2 the two polynomials f and g used in NFS. If α1 and,
respectively, α2 are roots of f1 and f2 in their number fields, then any polynomial ϕ in the set
considered such that NQ(α1)(ϕ(α1)) and NQ(α2)(ϕ(α2)) are B-smooth. In its classical version, the
number field sieve obtains multiplicative relations using the diagram in Figure 2.3. Recall that the
algorithm consists of enumerating the polynomials ϕ(x) ∈ Z[x] of degree and coefficients bounded
in absolute value by some given parameters. If Z[α1] and Z[α2] are factorial rings (UFDs), one
writes ϕ(α1) =

∏
i pi(α1)

ui , ϕ(α2) =
∏

j pj(α1)
vj and one obtains∏

i

pi(α1)
ui

= ϕ(α1) = ϕ(α2) =
∏
j

pj(α1)
vj
.

In the general case, the computation of the equations is different, but the input data are the same:
a polynomial ϕ(x) for which the two norms are B-smooth.

In [BP14], we showed that in the case of medium characteristic, we can obtain more polynomials
of the same degree and coefficient size by setting fi = µif1 + νif2 with µi and νi rational numbers.
We thus obtain a new commutative diagram: Given a polynomial ϕ, any pair (fi, fj) such that
NQ(αi)(ϕ(αi)) and NQ(αj)(ϕ(αj)) are B-smooth gives an equation. This increases the probability
of success by a factor of V (V − 1)/2 compared to the classical variant with the same parameters.
The complexity analysis requires modifying the smoothness bound B and we obtain a complexity
of the form L(1/3, c) for a value of c lower than that of the classical variant. Note that in the case
of factorization, Don Coppersmith proposed a variant where, contrary to our variant, the pairs of
polynomials used are of the form (f1, fi) with i = 2, 3, . . .. Indeed, in that case, the polynomials f1
and f2 do not have the same degree, so that the linear combinations have norms greater than the
best of the two polynomials.
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· · ·

Z[x]

Z[α2]Z[α1] Z[αV−1] Z[αV ]

Fpn

Figure 2.4: Commutative diagram of the MNFS algorithm.
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Chapter 3

Updating key sizes of pairings

Pairings are a mathematical tool which has been known to cryptographers for a long time and
which switched sides during its history. If in the early 90’s it was on the attacker’s side, it is now
used to create secure cryptologic protocols.

Let E be an elliptic curve defiined over a fiinite fiield Fq, r an integer number, P a point of
order r and µ an r-th root of unity in the algebraic closure Fq. Note that ⟨P ⟩ ≃ Z/rZ. The Weil
pairing (restricted to the subgroup generated by P ) is the map

e : ⟨P ⟩ × ⟨P ⟩ → ⟨µ⟩
∀(a, b) ∈ Z/rZ ([a]P, [b]P ) 7→ µab.

(3.1)

Two properties of the Weil pairing are direct:

- bilinearity: for all a, b, a′, b′ ∈ Z/rZ one has

e([a+ a′]P, [b]P ) = e([a]P, [b]P ) · e([a′]P, [b]P )
e([a]P, [b+ b′]P ) = e([a]P, [b]P ) · e([a]P, [b′]P );

- non-degenerance: for any a ∈ Z/rZ\{0}, there exists b ∈ Z/rZ so that

e([a]P, [b]P ) ̸= 1

and similarly with the roles of a and b inverted.

Weil’s pairings are unique up to the choice of the generator µ (see III.8 in [Sil09]).

3.1 Families of pairings

Freeman, Scott and Teske [FST10] made a taxonomy of known pairing-friendly families of elliptic
curves. Given a bit size and an embedding degree k, most of them are constructed in two steps:

- one selects a prime power q of prescribed bit size and an integer t so that any elliptic curve
over Fq of trace t has embedding degree k and its cardinality has a large prime factor r;

- one uses the CM method [AM93], which, given a prime power q and an integer t, allows to
construct elliptic curves over Fq of trace t.
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The CM method has complexity O(D1+ϵ) where D is the unique integer so that (4q − t2)/D is
a perfect square. This imposes that we fix D in advance: it will be either small or will have
common factors with q. By definition #E(Fq) = q + 1− t so we ask the existence of a prime r so
that q + 1 − t ≡ 0 (mod r). Finally, the property that k is the embedding degree of the curve is
equivalent to Φk(q) ≡ 0 (mod r). We summarize the conditions on the output of the first step as
follows:

CM-1. Φk(t− 1) ≡ 0 (mod r)
CM-2. q + 1− t ≡ 0 (mod r)
CM-3. ∃y, 4q = Dy2 + t2.

Several methods of solving the CM system have been proposed:

- Supersingular curves. One takes t = 0 and D = q so that the CM-3 condition is satisfied for
any values of k and r. Although this value of D is large, this is a particular value where the
CM method is fast. Note however (see [Bar16, Prop 1]) that this solution is possible only for
embedding degree 2, which is too small for cryptography.

- Pinch-Cocks [CP01]. One starts by replacing Equation CM-2 with

CM-2’ Dy2 + (t− 2)2 ≡ 0 (mod r),

so we obtain an equivalent system CM-1, CM-2’ and CM-3. One selects r ≡ 1 (mod k) and
(−D

r ) = 1. This implies that CM-1 is satisfied by setting t equal to a root of the cyclotomic
polynomial and one can solve CM-2’ for y. Finally one sets q = (Dy2 + t2)/4. The drawback
is that one doesn’t control the relative size of the parameters.

- Dupont-Enge-Morain [DEM05]. Once again we start by replacing Equation CM-2 by Equation
CM-2’. Then we see Equations CM-1 and CM-2’ as a system which has to be solved with
y, t ∈ Fr: {

Φk(t− 1) = 0
Dy2 + (t− 2)2 = 0.

The key ingredient of the resolution is the resultant. Note however that this method has the
drawback that the number of curves constructed is small, which makes them vulnerable e.g.
to the LogJam attack [ABD+15].

- Sparse families (e.g. MNT [MNT01]). The following construction is possible for all integers
k so that φ(k) = 2, i.e. k = 3, 4 and 6, but for simplicity we present only the case k = 3. We
set r = Φk(t−1) so that Equation CM-1 is satisfied. Next we set q = r+ t−1, which satisfies
CM-2. The method was generalized by Freeman when φ(k) = 4 but cannot be generalized
further (see [Bar16, Prop 2]). The drawback is hence that k is limited to a very small set.

- Complete families (e.g [BN05]). Once again we replace Equation CM-2 by CM-2’. Then we
set r equal to a polynomial r(x) whose number field contains Q(

√
−D, ζk) for a kth root of

unity ζk. This translates into

1. Φk is totally split modulo r(x);
2. x2 +D is totally split modulo r(x).

Next we take t to be a polynomial t(x) so that Φk(t(x)) ≡ 0 (mod r(x)). Since Equation

CM-2’ factors we can set y(x) = t(x) · t(x)√
−D

where 1√
−D

is a polynomial z(x) in Q[x] so that
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JLSV NFS-Conj Joux-Pierrot exTNFS-Conj SexTNFS-JP

[JLSV06] [BGGM15] [JP13] [KB16] [KB16]

128 96 64 48 32

Table 3.1: Complexity of several variants of the NFS which apply to the fields Fpk when p is special

and middle-sized. It is expressed by the constant c so that the complexity is L(1/3, (c/3)1/3).

Dz2 − 1 ≡ (mod r(x)). Finally we set q(x) = 1
4(Dy(x)

2 + t(x)2). The advantage of this
method is that pairing-friendly curves can be generated on the fly by evaluating r and q at
integer values x. The drawback is that the primes q are suited for the SNFS.

- Other families like Menezes-Köblitz are less competitive than the previous ones.

3.2 The variants of NFS suited for primes of special form: STNFS
and SexTNFS

In the context of the NFS algorithm, an integer N is special if there exists a polynomial P ∈ Z[x]
of small degree and coefficients of absolute value less than logN such that N = P (u) for some
u ∈ Z. Historically, the special numbers were important because they include Fermat’s numbers
and the integers of low Hamming or NAF weight. In cryptography, they play an important role
because the finite fields whose characteristic is special have a very fast arithmetic (see e.g; the mpfq
documentation [GT07]). When the target field is prime, the direct solution is to take f(x) = P (x)
and g(x) = x− u.

Joux and Pierrot [JP13] proposed a method to tackle the fields Fpk with k > 1. One selects a
polynomial S(x) ∈ Z[x] of degree k such that g(x) := S(x)− u is irreducible modulo p. Then one
sets f(x) = P (S(x)).

In a precise estimation of the norm size (see [KB16]) we noted that for large values of k the
degree of f is very large. When k is composite, i.e. k = κη for two integers κ and η, we proposed
an alternative called SexTNFS: to combine the Joux-Pierrot polynomial selection with the exTNFS
algorithm. To fix ideas we assume that gcd(κ, η) = 1 but SexTNFS can be implemented for any
composite k (see [KJ17]). One selects a polynomial h(t) ∈ Z[x] of degree η which is irreducible
modulo p. One applies the Joux-Pierrot method to the field Fpκ , obtains a polynomial S(x) and
sets f(x) = P (S(x)) and g(x) = S(x)− u.

In Table 3.1 we recall the complexity of several variants of the NFS when k is composite and p
is middle-sized i.e. k1/2 < log p < k2.

3.3 NFS applied to the pairing-friendly curves

The SexTNFS variant of NFS (see 3.2) was proposed after the security estimation of pairings done
in [Len01].

In [BD19] we proposed a cost model, which is common to all variants of NFS:

cost =
2B

A logB
ρ

(
log2Nf

log2B

)−1

ρ

(
log2Ng

log2B

)−1

+ c
B2

A2(log2B)4
, (3.2)
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Family η h g ω A
BN, BLS12 6 Φ7 x2 − u+ t 7 6

KSS16 16 Φ17 x− u 17 16

KSS18 18 Φ19 x− u 19 18

Table 3.2: Values of η and f, g, h to tackle the underlying DLP instances of the BN, BLS12, KSS16
and KSS18 pairings at the 128 bit security level.

where c = 27(log2 e)
2.

We compared all the values of the parameters and found that the best algorithms are as in
Table 3.3. In particular, BN-254 which was previously evaluated at 128 bits of security has 100
bits of security. In [BEMG20] we made the cost estimation for over 200 families of pairings.
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Chapter 4

Analytic number theory applied to
binary forms and elliptic curves

4.1 Smooth numbers

In Sections 4.2 and 4.3 we present results on the smoothness probabilities ψ
(1)
F (x,B)/ψ

(1)
F (x,∞)

and ψE(x,B)/ψE(x,∞).

4.2 Rigorous analysis of polynomial selection stage of NFS

A commonly used heuristic in cryptography states that the B-smoothness probability of the images
of a given binary form is the same as the B-smoothness probability of a random integer of the same
size. Note that if the binary form F factors as F = F1F2, for any (X,Y ) and for any parameter B,
F (X,Y ) is B-smooth if and only if F1(X,Y ) and F2(X,Y ) are both B-smooth. This is the case of
the NFS for factorization and discrete logarithms.

Consider the smoothness probability of the images of quadratic polynomials of discriminant
D < 0 such that D is a fundamental discriminant. Let K be the number field of F . Note that
ψK (see Equation 1.5) coincides with ψF (see Equation 1.7). To take into account the difference

between ψF and ψ
(1)
F , we recall that a principal ideal of K is one which has no prime inert factor

and we define

Ψ
(1)
K (x,B) = {u principal integer ideal in K | N(u) ≤ x and P+(N(u)) < B}

and ψ
(1)
K its cardinality. In [BL17] we proved

ψ
(1)
K (x, x1/u)/ψ

(1)
K (x,∞) ∼ ρ(u).

The second issue we tackle is the polynomial selection. A heuristic tool used in practice is
Murphy’s α which assigns a real value to all irreducible polynomials f . It is the sum of a series:

α(f) =
∑

p prime

αp(f),

where αp(f) is an expression accounting for the roots of f modulo the powers of p; the more roots
the smaller value of αp. Several questions are important for this function:
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Q1 Does the series defining α converge for every irreducible polynomial?

Q2 How many terms have to be added to obtain the sum of the series at a given precision?

Q3 Is it true, for any pair of irreducible polynomials f1 and f2, if α(f1) < α(f2) then, uniformly
for x and B in a domain to be specified, ψF1(x,B) > ψF2(x,B)?

Q4 If one considers all the polynomials of a given degree and with coefficients up to a given
bound, what is the probability to decrease the value of α by more than a given constant
if one continues the search indefinitely? Equivalently, what is the cost of the polynomial
selection if the objective is to optimize α up to a given additive constant?

In the following we present how the four questions were answered in [BL17].

Definition 3. Let p be a prime. The average p-adic valuation of the values F (n1, n2) with coprime
(n1, n2) ∈ xK

⋂
Z2 is given by

contp(f,K) := lim
x→∞

∑
(n1,n2)∈xK

⋂
Z2,gcd(n1,n2)=1 valp F (n1, n2)

|{(n1, n2) ∈ xK
⋂
Z2 | gcd(n1, n2, p) = 1}|

with the convention valp(0) = 0.

αp(f,K) = (log p)

(
1

p− 1
− contp(f,K)

)
.

α(f,K, z) =
∑
p≤z

αp(f,K).

We call np(f) the number of degree-1 prime ideals above p in the number field of f . Then, for
all p ∤ Disc(f) (see [BL17, Prop 2.3]), one has:

αp(f,K) =
log p

p− 1

(
1− np(f)

p

p+ 1

)
.

For any number field K we set

RK(t) :=
∑

p prime ideal of degree 1
N(p) ≤ t

log N(p).

Up to a series which converges like
∑

p
1
p2
, the series defining α converges like (RQ(t)−RK(t))/t.

Lagarias and Odlyzko (1977) considered the largest real zero 0 < β(K) < 1 of ζK if it exists and 1/2
otherwise. They recall a bound on β(K) < 1 as an expression of the degree dK and the discriminant
Disc(K) of K. They proved that∣∣∣∣RK(t)

t
− 1 +

1/β(K)

t1−β(K)

∣∣∣∣ ≤ exp
(
−cd−1/2

K (log t)1/2
)
.

Hence (RK(t) − RQ(t))/t converges in a sub-exponential manner. This answers question Q1. It
also settles question Q2 but the convergence speed is to slow to be used in cryptography.
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The same authors proved a stronger result for any number field K where the Riemann Hypoth-
esis holds for ζK : ∣∣∣∣RK(t)

t
− 1

∣∣∣∣ ≤ aK
(log t)2

t1/2
,

for an effectively computable constant aK . Now, when K is the number field of a polynomial f ,
when GRH holds for ζQ and ζK , the rest of α(f) has an explicit bound O( 1√

t
). We noted that this

answers question Q2 in a usable manner although it has the drawback that it is conditional under
the GRH.

To study question Q3 we restrict to the case when f defines an irreducible quadratic field and

has a fundamental discrimimant. We need an asymptotic development of ψ
(1)
f (x,B)/ψ

(1)
f (x,∞),

which depends on f . Since at the first approximation the expression is ρ(u), which is independent
on f , we computed the development at the second order.

Theorem 4 (Th 1.1 in [BL17]). Let F (X1, X2) ∈ Z[X1, X2] be an irreducible quadratic form such
that Disc(F ) is negative and fundamental. Let KF be the compact defined by

KF = {(x1, x2) ∈ R2 | |F (x1, x2)| ≤ 1}.

Then, there exists κ > 0 such that, for any ϵ > 0 and uniformly in the domain

x ≥ 3, exp
(
(log log x)5/3+ϵ

)
≤ y ≤ x2(log x)−κ,

we have
ψ
(1)
F (xKF , y)

ψ
(1)
F (xKF ,∞)

=
ψ(x2eα(f), y)

ψ(x2eα(f),∞)

(
1 +O

(
log2(u+ 1)

log2 y

))
,

where α(f) is Murphy’s α (see Definition 3).

The proof is relatively direct. Let K be the number field of f , ζK its zeta function and

∀s ∈ C, FK(s) =
ζK(s)

ζQ(dKs)
.

We set

γ0(K) = Ress=1 ζK
ζQ(dK) and γ1(K) =

∂ FK (s)

∂s
FK(s) γ0(K).

We make explicit the constants a0 and a1 in Equation (1.6) and obtained (see Eq (17) in [BL17]):

ψ
(1)
F (x, y)/(6x/π2) = ρ(u) +

γ1(K)

γ0(K)

ρ′(u)

log y
+O

(
ρ(u)

(
log(u+ 1)

log y

)2
)
. (4.1)

Given a constant c one also has

ψ(xec, y)/(xec) = ρ(u) + c
ρ′(u)

log y
+O

(
ρ(u)

(
log(u+ 1)

log y

)2
)
. (4.2)

One balances Equations (4.1) and (4.2) by setting c = α(f) as in Definition (3)

α(f) =
∂ FK(s)

∂s

FK(s)
− (γ − 1). (4.3)
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In [Lam15], Lamzouri defined γK := c1(K)/c0(K) where

γK(s) =
αK

s− 1
+

∞∑
i=1

γi(K)(s− 1)i.

When injecting this equation in the definition of FK one finds that

γK = α(f) + c,

for an explicit value of the constant c.
We conclude that Q4 was answered by Lamzouri:

Theorem 5 (Th 1.3 in [Lam15]). Let x be large and let F(x) be the set of all fundamental dis-
criminants D such that |D| ≤ x. There exist two explicitely computable constants A,C such that
uniformly in the range 1 ≪ τ ≪ log log x− 2 log log log x− C, we have

1

| F(x)|

∣∣∣{D ∈ F(x) | |γQ(
√
D)| > τ}

∣∣∣ ≤ exp

(
−e

τ−A

τ

)
.

This offers a precise estimation of the number of polynomials to by enumerated during the
polynomial selection phase of NFS.

4.3 Rigorous analysis of curve comparison for ECM

Chebyshev studied the so-called ”prime races”. For a = 1 and a = 3 one sets

πa(x) = |{p prime | p ≡ a (mod 4)}| . (4.4)

Indeed, Dirichlet proved that

π1(x) ∼ π3(x) ∼
x

2 log x

but an asymptotic development at a higher order could a priori mean that one is always larger than
the other.

Chebyshev’s races can be naturally generalized to elliptic curves. For any elliptic curve E with
rational coefficients one sets

πE(x) = |{p prime | |E(Fp)| is prime}| . (4.5)

If E1 and E2 are two elliptic curves one can compare the sets πE1(x) and πE2(x). If the curves have
CM then Cojocaru proved that the ratio πE1(x)/πE2(x) is bounded between two explicit constants
and one can also study the difference.

Pomerance and Sorenson [PS95] considered an extension of the primes races. Let a be an
integer, let y = y(x) be a positive function of x and set

ψa(x, y) = {p prime | P+(p− a) < y} (4.6)

Pomerance gave equivalents for ψ1(x, y) and ψ−1(x, y) for a function y such that x/y is bounded.
Jie Wu extended his results to smaller values of y under the Elliott-Halberstam conjecture.
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In [BJ24] we extend the races to the smooth values of elliptic curves. Indeed, let E be an elliptic
curve, y = y(x) a positive function and set

ψE(x, y) =
∣∣{p prime where E has good reduction | P+(|E(Fp)|) < y}

∣∣ . (4.7)

Then we compare πE1(x, y) and πE2(x, y) for a pair of elliptic curves E1 and E2. Consider the
following questions.

Q1 Let E1 and E2 be two elliptic curves with rational coefficients. Can one define a domain of
pairs (x, y) so that, uniformly on the domain,

ψE1(x, y) > ψE1(x, y)?

In this case we say that E1 is more ECM-friendly than E2.

Q2 To some extent, the prime race above is related to Chebotarev’s density theorem applied to
Gal(Q(i)) where i is a primitive 4-th root of unity. For any elliptic curve E and any integer N
the field Q(E[N ])) is Galois which embeds in GL2(Z/NZ) (see 5.1). Given the Galois image
of two elliptic curves, can one prove that one is more ECM-friendly than the other?

Conjecture 6 (Hyp B in [Wan18] for Q, extension of Prop. 2.2 in [Pol16] for quadratic K). Let
K be either Q or an imaginary quadratic field of class number one. For any a, c ∈ K,

ΠK(x; c, a) = {p ∈ OK , prime, ∥ p ∥ ≤ x, p ≡ a (mod c)},

where ∥ · ∥ is the algebraic norm. Let πK(x; a, c) be the cardinality of ΠK(x; c, a) and let q be
restricted to the set of primes. Then for any fixed a ∈ Z and A > 0 we have∑

∥ q ∥ ≤ x1−δ

(q, a) = 1

∣∣∣∣πK(x; q, a)− π(x)

φ(q)

∣∣∣∣≪A
x

(log x)A
,

where the constant implied by ≪ is uniform on x ≥ x0. Here φ(q) = |(OK/qOK)∗|.

We are now ready to state the main result.

Theorem 7. Let E/Q be a CM elliptic curve by an order in an imaginary quadratic field K with
hK = 1. Set α(E) = L′(1.χ)/L(1, χ) where χ is the Dirichlet character attached to the Kronecker
symbol of K. Then α(E) measures how ECM-friendly E is. Precisely, let 0 < δ < 1 and x > y be
real numbers such that

y < x1−δ.

If E1/Q and E2/Q are elliptic curves satisfying the above hypothesis then α(E1) < α(E2) implies
that E1 is more ECM-friendly than E2 with respect to (x, y), asymptotically as x→ ∞.

The quantity α(E) is better known under the following form.

Proposition 8. Let E be an elliptic curve with CM and let α(E) be the constant in Theorem 7.
For all rational primes ℓ we set

αℓ(E) = log ℓ

(
1

ℓ− 1
− Ep(valℓ(|E(Fp)|))

)
,
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where Ep denotes the average value in the sense of Chebotarev density over random primes p. Then
we have

α(E) =
∑
ℓ

αℓ(E).

The theorem is proved by relating the quotient ψE(x, y)/ψE(x,∞) to an analoguous quotient
involving classical smooth number counting functions.

We actually prove a more precise version of the theorem whose uniformity in y with respect to
x is addressed. This will be conditional on a uniform version of Elliott-Halberstam that we will
state. This uniform version of our main result immediately implies the above result.

In view of our main results, it is natural to ask about the order of magnitude of ψE(x, y).
Our second main result addresses this question.

Theorem 9. Let K be a number field. Let (x, y, z) be three positive integers such that u := log x
log y

and v := log y
log z are as in the domain

∆ : u ≤ log x

log2 x
and v ≤ log2 x

log3 x
.

Then we have

ψv(x, y)/x ≥ ρ(v)ρ(u)(1 + o(1)),

uniformly on ∆.
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Chapter 5

ECM-friendly curves

5.1 Review of the literature for p-adic Galois images

Theorem 10 (Shimura 1971). Let Γ ⊂ Γ(1) be a congruence group of level N and let H = Γ/Γ(N).
Assume that −I ∈ H and detH = (Z/NZ)∗. Then the modular curve of Γ has a (singular) model
defined by a polynomial XH(t, j) ∈ Z[t, j] such that, up to conjugacy,

j(E) ⊂ H ⇔ ∃t ∈ Q, XH(t, j(E)) = 0.

computing Galois representation = testing whether j is on a list of plane curves

Lemma 11. Let G ⊂ GL2(Z) be such that Γ(ℓk) ⊂ G with ℓk ̸∈ {2, 3, 4}. Then every maximal
subgroup H of G contains Γ(ℓk+1).

Example 12 (ℓ = 2).

Definition 13. Given a number field K, determine the list of integers N and subgroups H ⊂
GL2(Z/NZ) which can occur as Galois image. For each H give the finite list of j invariants if
there are finitely many or parametrize the family if it is infinite.

The strategy to accomplish the program is as follows:

Q1 Solve the case when N is a prime power

- prove Serre’s uniformity conjecture : the ℓ-adic Galois image is GL2(Zℓ) for all elliptic
curves and all ℓ > 37.
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Figure 5.1: Results on Serre’s uniformity.

- for each ℓ ≤ 37 compute the subgroup tree of GL2(Zℓ) until all the leaves have genus
≥ 2. Find their complete list of rational points.

Q2 Compute the intersection of XΓ1 and XΓ2 for subgroups Γ1 ∈ GL2(Zℓ1) and Γ2 ∈ GL2(Zℓ2)
with ℓ1 ̸= ℓ2.

Q3 Compute subfamilies which have an extra entanglement, i.e. image mod N2N2 not equal to
the CRT of the images mod N1 and N2.

Important progress has been made on the conjecture:

- Serre 1072 : stated the problem and eliminated the case of exceptional subgroups S4 and A5

- Mazur 1978 : X0(ℓ) has only cusps and CM points for ℓ ̸∈ {2, 3, 5, 7, 11, 13, 17, 19, 37, 43, 67, 163}

- Bilu 1995 and Bilu-Parent 2008 : when the Runge method applies, log |j| < pα with α < 1.
This includes the cases X0(N), and X+

sp(ℓ).

- Gaudron and Rémond 2011 : if elliptic curve of j-invariant j has an isogeny of order ℓ then
h(j) > cℓ for an explicit constant c

- Bilu, Parent, Rebolledo 2013 : since cp < log |j| < pα it is enough to test on computer the
p ≤ 108.

Theorem 14 (Cox and Parry 1984). There exists an effectiv bound N < N(g) where N is the level
and g the genus of a congruence group.

Theorem 15 (Sutherland & Zywina 2017). For ℓ = 2, 3, 5, 7, 11, 13 there are 1201, 47, 23, 15, 2
respectively 11 sub-groups of GL2(Zℓ) which occur as ρE,ℓ∞(GalQ) for infinitely many j-invariants
of Q; for ℓ > 13 the image is surjective.

Theorem 16 (Rouse & Zureick-Brown 2015). - There exist precisely 1208 possible images in
GL2(Z2) for the non-CM curves defined over Q and all have a level N ≤ 25.
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- Among these, 6 are obtained by a single value of j, one is obtained twice and the others occur
infinitely many times.

Theorem 17 (Rouse, Sutherland, Zureick-Brown 2021). Complete list of rational points on the
curves of genus g ≥ 2 of prime power level, except for 5 modular curves of unknown status.

Theorem 18 (Daniels, Gonzalez-Jimenez 2023). Intersection of curves Xγ1 and XΓ2 whose levels
are prime powers and genus is 0 or 1. Complete list of rational points except for 55 curves of genus
g ≥ 2 of unknown status.

Theorem 19 (Jones, McMurdy, Lozano-Robledo, Daniels, Morrow 2020-2023). Except for a finite
explicit list of modular curves, all the entanglement cases are as follows:

Q1 there are 3 families of genus 0 of non-abelian entanglement

Q2 all the other entanglement cases are abelian and of type : Weil, discriminant, CM or fake
CM, except for a finite explicit set of curves of genus g ≥ 2.

Theorem 20 (Jones, McMurdy, Lozano-Robledo, Daniels, Morrow 2020-2023). Except for a finite
explicit list of modular curves, all the entanglement cases are:

Q1 there are 3 families of genus 0 of non-abelian entanglement

Q2 all the other entanglement cases are abelian and of type : Weil, discriminant, CM or fake
CM, except for a finite explicit set of curves of genus g ≥ 2.

The general case is out of reach

Q1 Serre’s conjecture requires upper bounds and Runge doesnt apply to Cartan non-split

Q2 the 1207 subgroups of 2-adic images are too many to make sense

Q3 there is no algorithm to find all rational points on a modular curve

5.2 Complete list of ECM-friendly Montgomery curves

Theorem 21 (B. Shinde 2019). An elliptic curve has an equation By2 = x3 +Ax2 + x if and only
if it has a cyclic isogeny of order 4.

Corollary 22. Montgomery curves have doubling of the form (x2P : z2P ) = g(f(xP : zP )).

Proof. Let E be a Montgomery curve and let ⟨P ⟩ be the kernel of its isogeny of order 3. Let
f : E → E” be the isogeny of kernel ⟨2P ⟩. Let f̂ : E′ → E be the dual isogeny.

Since | ker f | = | ker f̂ | = 2, the map

P 7→ f̂(f(P ))

has kernel of order 4 contained inside E[2], so it is the doubling.

Theorem 23 (Lemos). Serre’s uniformity conjecture is proven for the elliptic curves which have
a cyclic isogeny if order r with r ∈ {2, 3, 5, 7, 13}.
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Figure 5.2: The families of unknown status are empty when intersected with X0(4).

Lemma 24. Let E1 be an elliptic curve admitting a cyclic 4-isogeny of kernel ⟨P1⟩.

Q1 The isogeny graph of E1 contains three more curves E2, E3 and E4.

Q2 Let Ai, i = 1, 2, 3, 4 be the A-parameters of the four curves. Then we have A2 = −A1,
A4 = −A3 and (A1 − 1)(A3 − 1) = −11.

has an isogeny graph formed of at least four curves.

Proof. 1. Let P1 be a 4-torsion point on E1(Q). Let ϕ : E1 → E2 be the isogeny of kernel ⟨2P ⟩
and ϕ̂ : E2 → E1 its dual isogeny. Let Q2 be a 2-torsion point of E2 such that ker ϕ̂ = ⟨Q2⟩.
Set P2 = ϕ(P1) and note that 2P2 = ϕ(2P1) = 0 and P2 ̸= O because kerϕ ̸= Z/4Z. Hence
E2[2](Q) ≃ Z/2× Z/2.

Now E2 admits three 2-isogenies by its 2-torsion points, one of which is ϕ̂ whereas the other
others arrive in two new curves E3 and E4.

2. An alternative proof of the first point is obtained by direct computations with curves in the
field Q(A) where A is seen as a formal variable. Again, by direct computations one computes the
j-invariants and the relations which relate the A-parameters of the four curves.

Lemma 25 (Bilu Parent 2011). Assume that XG is defined over Q, and assume that the absolute
Galois group Gal(Q/Q) acts non-transitively on the cusps of XG. Then for any P ∈ YG(Z) we have

log |j(P )| ≤ 30|G|N2 logN.

A direct verification with LMFDB shows that, when r is as in lemma ??, the cusps of X0(r)
are fixed by Gal(Q/Q) and therefore the above lemma applies:

Corollary 26. Let r ∈ {2, 3, 5, 7, 13}. Let G be a congruence group whose level is not divisible
by r and which is contained in a split or nonsplit Cartan. Then any point on X0(r)

⋂
XG has the

j-coordinate such that

log2 |j| ≤ 30r3(r − 1)2 log2 r.

Proposition 27. There are no rational non-cusp non-CM points on XG2

⋂
XGp when G2 is a

subgroup of 2B and Gp a subgroup of Csp(7)
+ or Cns(11)

+.

Proof. Note first that Bilu and Parent’s bound applies. We use this bound for r = 2 and obtain:
log2 |j| ≤ 240.
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The curve Xns(11)
+ has genus 1 and a Weierstrass model is known. One can directly compute

its integral points and check that they correspond to cusp and CM points.
The curve Xns(9)

+ has equation j = J(t) where J is a rational function whose numerator and
denominator have degree 27. An exhaustive search of the values of t required to consider

log2 |t| ≈
240

27
,

or equivalently approximately 1000 values.
The situation is similar for Xns(7)

+, Xsp(7)
+ and respectively Xns(5)

+ which are given by
equations of the form j = J(t) with J of degree 21, 28 and 10 respectively.
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Chapter 6

Shor-like algorithms for discrete
logarithm and unit group

Shor’s algorithm can be viewed as an application of the hidden subgroup problem (HSP). Assume
that G is an abelian group whose cardinality is an n-bit integer and f is a function defined on
G, not necessarily a morphism whose period subset is H ⊂ G and which can be computed by an
algorithm which is given. The HSP consists in computing H.

We assume that G ≡ ⊕m
i=1⟨gi⟩ for an absolute constant m and some given generators g1, . . . , gm.

The elements of G are represented and enumerated as tuples (z1, . . . , zm) ∈ (Z/|G|Z)m. We write
yz =

∑m
i=1 yizi ∈ Z/|G|Z. To fix ideas, we assume that the orders of the generators are known,

which is the case when solving the DLP. The case of unknown orders is very similar but we don’t
discuss it here.

The HSP solver has a quantum procedure and a classical post-treatment. In the quantum
procedure one computes the superposition

ψ1 =
∑
z∈G

|f(z)⟩|z⟩.

One measures the register f(z) and obtains, for some fixed z0,

ψ2 =
∑

z∈z0+H

|z⟩.

The quantum Fourier transform, applied to ψ2, gives

ψ3 =
∑
y∈G

∑
z∈z0+H

e
2πi yz

|G| |z⟩|y⟩

=
∑

y∈H⊥

|y⟩,

where H⊥ = {y ∈ G | ∀z ∈ H, yz = 0}. The measurement of ψ3 yields a vector of H⊥ which is
randomly drawn with uniform probability.

After repeating the quantum procedure a constant number of times one can extract a basis of
H⊥ and further a basis of H.
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6.1 Review of the literature: the CHSP solver

Consider now the case G = Zm or Rm and f : G → X, where X is a finite set. The periods of f
are all the reals ℓ such that

∀x, f(x+ ℓ) = f(x).

The notion which corresponds in the case of a lattice L to an orthogonal set is the dual lattice:

L∗ = {y ∈ Rm | ∀z ∈ L yz ∈ Z}.

Quantum computers perform calculations at a given given error rate and hence one has a fixed
error bound on the coordinates of the output y. If an HSP solver is applied directly one has to
compute a basis of L∗ from a list of m + o(1) approximations of vectors of the lattice. This is
related to the LWE problem ans is not known to be polynomial.

A more general and more difficult problem tha HSP is as follows.

Definition 28. Let f be a function defined on Zm or Rm. Assume that its set of periods L has
full rank and an upper bound on Vol(L) is given. The continuous hidden subgroup problem (CHSP)
consists in computing L when given an algorithm to compute f .

A CHSP solver of polynomial time complexity exists but only for the functions f subject to a
series of technical conditions [dBDF20]. The modifications with respect to Shor’s algorithm are as
follows:

- the initial state is not a uniform superposition but one with coefficients in Gaussian distribu-
tion;

- the precision of the parameter z can be tuned

- the post-treatment is done with vectors of a much larger precision than in the HSP solver.

More precisely, the Buchmann-Pohst algorithm, which is based on the LLL algorithm, takes as
input an approximation of precision O(m4) of m + O(1) generators of a lattice L of dimension m
and an upper bound on Vol(L) and outputs a basis of L. The space complexity of the CHSP solver
is that of storing m coordinates at the precision required by the Buchmann-Pohst algorithm: a
total of O(m5) qubits (see [BP23, Cor 37]).

6.2 An improvement based on cyclotomic units

The cyclotomic fields have a subgroup of finite index: the cyclotomic units. Recall that the
Minkowski embedding of a number field of signature (n1, n2) is a tuple of field morphisms σ :
K → Rn1 × Cn2 . The unit lattice L of K is the image of O∗

K by log |σi| with i ∈ [1, n1 + n2]. We
call M the sub-lattice of cyclotomic units, which has full rank (see [Was12, Th 8.3] for a closed
formula for its index).

In [BP23] we modified the CHSP solver when tackling cyclotomic fields. One runs the quantum
procedure at a lower precision, so that the number of qubits is reduced, and modifies the classical
post-treatment to begin by a step to increase the precision before executing the Buchmann-Pohst
algorithm.
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Recall that for a lattice L, a positive real δ > 0 and a vector y ∈ Rm, the bounded distance
decoding problem, denoted BDD(y, L, δ) consists in computing the closest point of L with respect
to y, under the guarantee that the distance is bounded by δ.

The naive algorithm to solve the BDD was analysed by Babai and its good speed is compensated
by the fact that it can only correct very small distances.

Lemma 29 ([Bab86] Eq. (4.3)). Let L be a lattice, B the basis of a basis of L and ỹ a vector in
RdimL. Algorithm 1 solves BDD(ỹ, L, δ) in classical polynomial time when δ < 1/(2∥ B ∥∞).

Algorithm 1 Babai’s BDD solver.

Require: δ > 0, B the matrix defining the lattice L ⊂ Rm and ỹ ∈ Rm such that d(ỹ, L) <
1/(2∥ B ∥∞)

Ensure: CVP(ỹ, L) and its coordinates in basis B
compute z̃ := B−1ỹ;
round z = (z1, . . . , zn) := (⌊z̃1⌉, . . . , ⌊z̃n⌉)
return y := Bz ∈ L and z ∈ Zm.

Figure 6.1 illustrates our modification of the CHSP solver. One runs the quantum procedure
at precision log2 ∥ BM∗ ∥ and obtains a vector close to L∗ at this precision. One applies Babai’s
algorithm with respect to M∗, so that the precision becomes arbitrarily large in polynomial time.
This precision allows to do the classical post-treatment. Note that the value of ∥ BM∗ ∥ is given in
the literature (see [CDPR16, Th 3.1]), log2 ∥ BM∗ ∥ = O(logm):

Theorem 30 (Th 43 in [BP23]). Algorithm 1 in [BP23] computes a basis of the unit group of
Q(ζm) is poly(m) time and uses O(m2 logm) qubits.

6.3 Review of the literature: Regev’s algorithm

Let G be an abelian group for which we use the multiplicative notation and let n = ⌈log2 |G|⌉. Let
g1 = g and g2, . . . , gd ∈ G. Contrary to Shor’s algorithm, which evaluates gz in superposition for all
n-bit positive integers, Regev’s algorithm evaluates

∏d
i=1 g

zi
i in superposition over all the d-tupes

of ⌈n/d⌉-bit positive integers (z1, . . . , zd).
When N is an integer to be factored and G = (Z/NZ)∗. Consider the two lattices

L = {z ∈ Zd : (
∏d

i=1 g
zi
i )2 ≡ 1 (mod N)}

L0 = {z ∈ Zd :
∏d

i=1 g
zi
i ≡ ±1 (mod N)}.

(6.1)

Any vector of z ∈ L\L0 allows to find a non-trivial factor of N : one sets X =
∏d

i=1 g
zi
i and

computes gcd(X − 1, N). This is a non-trivial divisor of N under the condition that N is an odd
integer which is not a prime power.

Based on number theoretic heuristics L ≠ L0 (see e.g. the subgroup obstruction in [Pil24]). To
find a vector z ∈ L\L0 one can use a CHSP solver: L is the period lattice of f(z) =

∏d
i=1 g

zi
i , once

a basis {b1, . . . , bd} is found, one of the bi’s is outside L0.
However, an important remark is that one can find a vector of L\L0 without computing a basis

of L. A post-treatment similar to the Buchmann-Pohst procedure requires a precision n/d+log2 T
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CVP

M∗

L∗

Figure 6.1: Illustration of Lemma 29. The black lattice of small dots is known and its basis is short
so that one can solve CVP for it. One has an oracle producing points ỹ in the little disk around
the bold blue dots. Then, if one brings ỹ to the small dot y, then y will automatically be in a bold
dot.

to find a family of vectors which span all the vectors of v ∈ L with |v| ≤ T . By Minkowski’s
theorem (or also by the LLL theorem) L has always a vector of O(d + n/d) bits. If L\L0 has a
vector of O(d+n/d) bits then Regev’s algorithm requires a precision of O(max(d, n/d)) bits in the
quantum procedure. Since the CHSP solver’s precision is super-linear, Regev has an advantage and
in the following we keep the presentation of [Reg25] which is independent of the CHSP solver.

Consider now the gate complexity of Regev’s algorithm. The dominating step in the HSP solver,
CHSP solver and Regev’s algorithm is the computation of the multi-scalar product

∏d
i=1 g

zi
i for

n/d-bit integers zi. Assume for a moment that one has a lookup table with indices ε ∈ {0, 1}d:

tab(ε1, . . . , εd) =

d∏
i=1

gεii .

Its cost is O(ndM) where M is the cost of a multiplication in the group.
Since lookup tables have 2d entries they requires this number of qubits, which is super-polynomial.

Instead Regev’s algorithm computes on-the-fly the entries of the table. Regev analyzed the cost of
this computation, which is negligible with respect to M .

6.3.1 Variants of Regev’s algorithm for the DLP

Eker̊a and Gärtner [EG24] extended the algorithm to the multiplicative group G = (Z/pZ)∗ for a
prime p. This case and that of the factorization uses gi = pi, the i-th prime. Their small bit size
is crucial in keeping small the cost of the on-the-fly computation.

6.3.2 The DLP with pre-computations

They also introduced a variant of ”DLP with pre-computations”: An attacker knows the group
G, selects the elements g1, g2, . . ., gd−1 used in Regev’s algorithm and computes their discrete
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logarithm using Shor’s algorithm. Finally, when the challenge x = gd is given, the attacker must
solve the DLP for x. This problem is relevant in practice because the implementations are based
on a short list of groups G which are recommended by the NIST. An attacker has a long period
of time to do the pre-computations whereas she has to solve the DLP with pre-computations in a
very short time, e.g. when authentication to a server by ssh (see the LogJam attack [ABD+15] for
more on this problem).

The lattices L and L0 from Equation (6.1) are replaced here as follows:

L = L(G, S) :=
{
(z1, . . . , zd) ∈ Zd

∣∣∣ ∏d
i=1 g

zi
i = 1G

}
,

L0 = {(z1, . . . , zd) ∈ L | zd ≡ 0 (mod r)}.
(6.2)

Given that g is a generator, for any vector (z1, . . . , zd) of L, the following holds:

d∑
i=1

zi logg gi ≡ 0 (mod r).

For any (z1, . . . , zd) ∈ L \ L0 we have:

logg x ≡ −z−1
d (

d−1∑
i=1

zi logg gi) (mod r). (6.3)

Consequently, the solution to the discrete logarithm problem is found.

In [BBP24] we developed an algorithm to certify that the heuristic in Regev’s algorithm is true
for a given group G and gi ∈ G with 1 ≤ i ≤ d − 1. Indeed, note that the complexity of the SVP
is exponential in the dimension of the lattice, which is d =

√
n, so it is sub-exponential in the bit

size n. Since the elliptic curve parameters are set to withstand an exponential attack, it is possible
to do this computation on a classical computer.

Proposition 31. Consider a full-rank lattice L in Zd with volume Vol(L) = q, where q is an
n-bit integer. Consider a full rank sub-lattice L0 such that λ1(L0) ≥

√
dq1/d. Then log2(λL0(L)) ≤

n+1
d + 1

2 log2 d. In particular, if d ≤
√
n and L is certified, then Regev’s algorithm with the parameter

T = exp(n/d) is successful in solving DLP with pre-computations.

We conclude that it is possible to certify the correctness of Regev’s algorithm before the exe-
cution. This is important in a practical implementation to ensure that there are no ”theoretical
bugs”.

6.3.3 The multidimensional DLP

In 1993, Brands [Bra93] created the first cryptographic application based on an extension of DLP,
called multidimensional DLP. The problem constantly receives attention in cryptography.

Definition 32. Let G be a commutative group whose order is an n-bit integer and let g1, . . . , gd ∈ G
be given. The multidimensional discrete logarithm problem consists in finding, if they exist, the
⌈n/d⌉-bit integers zi, 1 ≤ i ≤ d such that

[z1]g1 + · · ·+ [zd]gd = 0 and zd ̸= 0.
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A major question on the multidimensional DLP is whether its complexity is the same, as an
expression of n, as the one of the DLP as an expression of |G|:

gate complexity(multidimensional DLP) = O(nM(n))?

Let h be the naive height over Q (resp. F2(t)) and its extension to the elements of an elliptic
curve E with coefficients in Q (resp. F2(t)). Let 2 ≤ d ≤

√
n be a parameter, and let g1, . . . , gd be

elements of G such that g1 generates G. Define

m := max
ε∈{0,1}d−2

h(
d−1∑
i=2

[εi]gi) (6.4)

and assume that any such sum can be computed using O(M(m)(log2m)2) gates.

Theorem 33 (Th 1 in [BBP24]). Let m be the parameter defined in Equation (6.4). If m ≤ n,
then Regev’s algorithm solves the multidimensional DLP with

gate complexity = O
(n
d
(M(n) + min(dM(n),M(m) log2m))

)
.

In particular, if the generators gi, 1 ≤ i ≤ d, are random elements of G the multidimensional
DLP can be solved with O(nM(n)) gates.

6.4 Regev’s algorithm on hyperelliptic curves of high genus

As it was seen in Section 1 any abelian group can be used in cryptography, the capital question
being the hardness of its DLP. In 1989 Könlitz [Kob89] proposed the Jacobian of hyperelliptic
curves, which are a competitive alternative to elliptic curves and a candidate for standardization.

Recall that a hyperelliptic curve H of genus g over a field k is an algebraic curve of equation
y2 = f(x) + h(x)y where f, h ∈ k[x], deg h ≤ g and deg f = 2g + 1 or 2g + 2. In the following
char k ̸= 2 so we can and will assume h = 0. The set of rational points of H, denoted H(k),
contains the pairs (x, y) ∈ k2 solutions to the curve equation, together with the point at infinity
∞. The divisor group of H, div(H), is the free abelian group of H(k). The degree of a divisor is
the sum of its coefficients. To any function φ in the function field of H one associates an element
of divH: divφ =

∑
P∈H(k) nP ·P where nP is the multiplicity of f at P , with positive sign if it is a

zero and with negative sign if it is a pole. The divisors associated to functions are called principal.
The Jacobian of H, denoted Jac(H), is the quotient subgroup of degree-0 divisors by the subgroup
of principal divisors.

Every element of Jac(H) has a unique representation of the form
∑r

i=1 Pi − r(∞) with r ≤ g
and Pi = (xi, yi) rational points other than ∞ with distinct x coordinates. This is the divisor
representation of an element of Jac(H). The Mumford representation of an element of Jac(H) is a
pair (a, b) ∈ k[x]2 such that b2 − f ≡ a; it is reduced if deg b < deg a. Cantor [Can87] presented an
algorithm for the addition law in Mumford representation, whose complexity is quasi-linear.

The conversion from the divisor to the Mumford representation is done as follows: a(x) =∏r
i=1(x− xi) and b is the unique polynomial such that b(xi) = yi for 1 ≤ i ≤ r. See Figure 6.2 for

a summary of this conversion.
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Divisor representation Mumford representation

m1P1 + · · ·+mkPk

−n1Q1 − . . .− nℓQℓ

reduction

P1 + · · ·+ Pr − r · ∞
r ≤ g

Pi = (xi, yi)

⟨a(x), b(x)⟩
b2 − f ≡ 0 (mod a)

reduction

⟨a(x), b(x)⟩
b2 − f ≡ 0 (mod a)
deg b < deg a = r ≤ g

a =
∏r

i=1(x− xi)
b(xi) = yi

Figure 6.2: The divisor and Mumford representations of the elements of the Jacobian of a hyper-
elliptic curve.

6.4.1 The hardness of the DLP on the Jacobian of hyperelliptic curves

On a classical computer an attacker can apply Pollard’s rho algorithm, whose complexity is Õ(
√
|G|),

or the Index calculus, whose complexity is sub-exponential when g is larger than a value depend-
ing on the bit size of |G|. When g is constant the complexity of Index Calculus is smaller than
that of Pollard’s rho when g = 2 and g = 1, which corresponds to the elliptic curves. Hence,
the hyperelliptic curves with cryptographic importance are those of genus two. The case of high
genus is important above all for theoretical reasons and possibly to offer examples where quantum
algorithms can be implemented with small qubit and gates resources.

Going back to Regev’s algorithm, let G = Jac(H) for an elliptic curve of genus g. The DLP
variant of Regev’s algorithm (see [EG24]) requires to set a parameter d and to select g1, . . . , gd−2

such that the computation of
∑d

i=1 εigi is negligible compared to the cost of an addition of general
elements of Jac(H).

In [BB24] we set d = min(g, ⌊
√
n⌋) ans gi = (Pi)−(∞) for 1 ≤ i ≤ d. Note that, in particular, the

heuristic implies that the Jacobian variety is generated by divisors of the form (P )− (∞). This has
been proven to hold by two different methods in [Vol00, Main Theorem] and [Eng02, Corollary 4.2]
under the condition q ≥ (8g − 2)2 which is always satisfied in cryptographic applications. More
generally, this condition is satisfied as soon as g <

√
n and n ≥ 30. Alternatively, when g ≥

√
n

one can replace q with q2 log2 n so as to satisfy the condition; the runtime of Regev’s algorithm is
then multiplied only by a factor log2 n leaving unchanged the complexity Õ(n3/2).

Heuristic 34. There exists a constant K such that the following holds. Let H be a hyperelliptic
curve over Fq of genus g such that | Jac(H)| is an n-bit integer. Let d = min(g,

√
n) and b1, . . . , bd

be elements of Jac(H) of the form (P )− (∞) with P ∈ H(Fq) drawn uniformly at random. Then,
almost surely, b1, . . . , bd span Jac(H) and the lattice L in Equation 6.2 has a basis whose vectors
have norm at most T = exp(Kn/d).
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Given ε ∈ {0, 1}d, the divisor representation of
∑d

i=1 εigi is
∑

εi=1 Pi− |{i ∈ [1, r] | εi = 1}| ·∞.
This is computed for free. Since Cantor’s algorithm requires Mumford’s representation, the actual
cost is that of the conversion.

Given a list of r ≤ g points Pi = (xi, yi) one computes the polynomial a(x) =
∏r

i=1(x−xi) with
O(g log g) operations thanks to a multiplication tree. The fast interpolation algorithm ([vzGG03,
Cor 10.2]) allows to obtain b(x) such that b(xi) = yi for all 1 ≤ i ≤ r; this has a cost of O(M(g) log g)
where M(n) is the cost of a multiplication of n-bit integers.

Since g ≤
√
n, the cost of computing on the fly the entries of the table is n

1
2
+o(1) which is

negligible with respect to the cost of a composition in the Jacobian which has cost n1+o(1). The
proof made in the general case in [Reg25] applies and one obtains the following result.

Theorem 35 (under Heuristic 34). Let H be a hyperelliptic curve of genus g defined over Fq, such
that the cardinality of its Jacobian variety, | Jac(H)|, is an n-bit integer. Then there exists an
explicit probabilistic quantum algorithm which succeeds with probability 1− o(1) and has complexity
Õ
(
(d+ n

d )n
)
where d = min(g,

√
n).

The above algorithm merely gains a factor two when g = 2 because d = min(g,
√
n). On a series

of examples we found points gi with small coordinates. Take for example, the Buhler–Koblitz curve
“4GLV127-BK” which has been considered for cryptographic use [BK98, BCM14]. It is defined as
C : y2 = x5 + 17 over Fq where q = 264(263 − 27443) + 1; its Jacobian variety Jac(C) has a 254-bit
prime group order.

Using Magma [BCP97] we searched for “twist curves” of the form Cδ : y2 = x5 + 17δ whose
Jacobian variety has large rank over Q. For instance, δ = 3576896 is a tenth power in Fq and the
variety JacQ(Cδ) has rank six. A basis in projective Mumford representation is as follows:

b1 = (x− 8,−7800, 1),
b2 = (x+ 36,−584, 1),
b3 = (x− 332,−2008392, 1),
b4 = (x2 − 77x− 3228, 911x+ 21452, 2),
b5 = (x2 − 165

49 x− 30636
49 , 109269343 x+ 37988

343 , 2),
b6 = (x2 + 48552

529 x+ 4131648
529 ,−29522176

36501 x+ 40433336
12167 , 2).

This allows us to attack the discrete logarithm problem of JacFq(C) by transporting it to JacFq(Cδ)
where our generalized Regev’s attack exploits these small, independent elements. This overall
attack is eight times faster than Shor’s algorithm.

6.5 Regev’s algorithm on elliptic curves

Recall that the discrete logarithm of an element x ∈ G, denoted logg x, is the smallest non-negative
integer z such that x = [z]g. The discrete logarithm problem consists in computing logg x whereas
the DLP with pre-computations is the same problem when the attacker has previously computed
{logg x′, x′ ∈ X ′} for a set of X ′ ⊂ G of her choice. In the variants of the DLP treated in this
article we restrict to the case where q is prime (see the Pohlig-Hellman [PH78] reduction).

Lemma 36. The curves Curve25519, BLS 12, BN, secp256k1 and K-233 have twists of rank
between 3 and 4 and have generators of small height. Hence Algorithm 2 can be run with parameter
d between 5 and 6.
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Algorithm 2 Regev’s algorithm for elliptic curves

Require: An elliptic curve E over Q (resp. F2(t)), a finite field F and two points P,Q on E(F).
Ensure: logP Q
1: (classical computer) Apply Algorithm 3 to find D ∈ Q such that rkED ≥ d− 2.
2: (classical computer) Compute a set of generators P1, . . . , Pd−2 of ED(Q)
3: (quantum computer) Identify the points P1, . . . , Pd with their images in ED(F). Set Pd−1 =
ϕ(Q) and P0 = ϕ(P ), where ϕ : E(F) → ED(F) is the isomorphism (x, y) 7→ (x, y/

√
D), and

apply Regev’s algorithm for P0, P1, . . . , Pd−1.
4: return logP0

Pd−1

Algorithm 3 Rubin-Silverberg [RS02, Sec 9]

Require: an elliptic curve E with rational coefficients and an integer r
Ensure: an integer D such that the Mordell-Weil rank of ED is larger or equal to r
(optional) Make a list of integers D which are likely to have large rk(ED).
repeat

D=next square-free integer (optionally from the list established in previous step)
rD = analytic rank of ED

until rD ≥ r

Theorem 37 (under hypothesis made precise in [BBP24]). Let ϵ > 0 be an absolute constant and
let F be a finite field of n-bit size. Let E be a given elliptic curve defined over Q (resp. F2(t)) such
that h(E) ≤ (log2 n)

1−ϵ.
Set r = r(n) = ⌊(log n)1/2−ϵ⌋, let D be the rational number of the smallest height (resp. the

rational function of the smallest height) such that the quadratic D-twist ED of E has rank r. Let
P1, . . . , Pr be a set of generators of ED(Q) (resp. ED(F2(t)) with Neron-Tate heights.

Then Algorithm 2 with parameter d := r + 2 is successful in solving the DLP in E(F) and

has gate complexity O(ndM(n)). This represents a speedup of a factor of (log n)
1
2
−ϵ with respect to

Shor’s algorithm.
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Chapter 7

Perspectives

Many works presented in this document have been motivated by the cryptographic applications of
algorithmic number theory. As a ramification, we formulated and proved theorems which are not
restricted to the initial motivation. We focused mainly on the classical algorithms because they
could be implemented, tested and improved in practice.

In this section, let us present a short list of questions that can be addressed in connexion to
the quantum algorithms. Shor’s algorithm has many variants and makes the object of numerous
implementation improvements. We address further improvements in Section 7.1. An alternative to
Shor’s algorithm is Regev’s algorithm (see Chapter 6). In Section 7.2 we extend a conjecture of
Lang which is related to the algorithm.

A computational problem is said to have a quantum advantage if a quantum algorithm has a
better complexity than the state-of-the-art classical algorithm and, additionally, its implementation
on a quantum computer is faster than its resolution on a classical computer. The notion is a practical
rather than a formal one, so that the first half a dozen announcements of quantum advantage have
been contested. This raises the question if a quantum advantage can be found in a problem in
algorithmic number theory. Indeed, they were the object of many works and the best classical
implementations are often open source, e.g. in Pari/GP. In Sections 7.3 and 7.4 we study two
candidate problems for quantum advantage: the square-free factorization and the resolution of
Pell’s equation.

7.1 An implementation of Shor’s and Regev’s algorithm

Recall that, when factoring an integer N , the gate complexity of Shor’s algorithm is dominated by
that of computing ax mod N for a constant a, an input x. The well-known square-and-multiply
algorithm, which uses the base two digits of x does less than 2 log2 x operations in Z/NZ. When a
basis B is used instead, the algorithm does 2 logB x operations in Z/NZ, having hence a speed-up
log2B. The additional cost is that it requires a lookup table of B entries. See [BGB+18] for a
practical realization of the table, also called quantum read-only memory (QROM). This technique
is called windowing.

Eker̊a [Eke23] proposed and implemented a modification Shor’s algorithm with multiple runs,
each run using fewer gates then the original algorithm. This is important in practice because the
quantum computers have a very short time of coherence.

An open question is to adapt windowing to Regev’s algorithm (see Chapter 6) and to investigate
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whether it has a multiple-run variant.

In the case of an implementation of Regev’s algorithm for ECDLP, note that the entries of the
lookup table are points. An open question is to test the practicality of storing points of the elliptic
curve and to take advantage of their small height.

In the quantum implementation of the add-and-multiply algorithm, if the basis a is constant,
one can precompute the values a2

i
with i = 1, 2, . . .. However, if the basis is part of the input then

one must uncompute the square in order not to use a large number of ancilla qubits. This has been
studied in the classical paradigm under the name of point-halving [Knu99], but its efficiency on a
quantum computer is to be tested. In particular, the efficiency of normal bases for the binary fields
hasn’t been tested.

7.2 Heuristics of the Mordell-Weil lattices

Moredell’s proof of the finiteness of the rank of any elliptic curve is effective and therefore it can be
implemented. Lang [Lan78, Ch IV.2] presents a method which finds a basis of points of small height
when given a set of generators. In particular, the infinite descent (or 2-descent) can be implemented
on the Jacobian of a hyperelliptic curve H, denoted Jac(H). The 2-division polynomial, which is
used in the case of the elliptic curves, is replaced here by the 2-division ideal. Indeed, given an
element Q ∈ Jac(H), to compute an element P ∈ Jac(H) such that 2P = Q one solves a polynomial
system of fixed degree with respect to the genus of H.

To this point we haven’t used the properties of the Mordell-Weil height. A set of generators
of Jac(H) constitute a generating set of a lattice of dimension rk Jac(H). In the case of elliptic
curves, Lang [Lan83] made conjectures on the height of the smallest points on an elliptic curve
which correspond to the Mordell-Weil lattice behaving as a random lattice. Due to the better
algorithms of lattice reduction and lattice enumeration which have been developed for the lattice-
based cryptography we can formulate precise generalizations of Lang’s conjecture for high genus
curves.

7.3 Seeking the quantum advantage via the square-free factoriza-
tion

The problem of square-free factorization is as follows: given an integer of the form N = P rQ with
known integer r and unknown integers P and Q, find P and Q. The problem has been formulated
in algorithmic number theory [AM94] and later applied in cryptography [BDHG99]. The main
classical attacks are either modifications of the ECM algorithm (see [Per01]) or based on lattice
techniques (see [BDHG99]). No implementation has proven an advantage of factoring numbers of
the form N = P 2Q with respect to general integers, e.g. RSA moduli.

The quantum algorithms for square-free factorization are based on a seemingly simple remark
made in [LPDS12]: the hidden period of the Jacobi symbol x 7→ ( x

N ) is essentially Q. Due to the
fact that Shor’s algorithm is probabilistic and must overcome numerical errors, the values which
are ”almost periods” are an obstacle. This is solved by using several Jacobi symbols: one computes,
for some constant k the period of the function

f : Z/NZ → {±1}k
x 7→

(
( x
N ), (x+1

N ), . . . , (x+k
N )
)
.
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In a recent work [KMRVVK24] the quantum circuit to compute the Jacobi symbol has been im-
proved. Our project is to study this circuit and to apply it to other similar problems or to further
improve it.

7.4 Seeking the quantum advantage via Pell’s equation

The solution set of Pell’s equation, x2 −Dy2 = 1, corresponds to O∗ or (O∗)2 where O∗ is the unit
group of Q(

√
D). The state of the art to compute it is Buchmann’s algorithm (see [BJJ10] for more

recent improvements).
In the quantum paradigm, Hallgren [Hal07] proposed a polynomial-time algorithm. Contrary

to Shor’s algorithm, it hasn’t been implemented and all the improvements of Shor’s algorithm have
to be adapted to this case. In particular, the number of qubits hasn’t been optimized.

49





Bibliography

[ABD+15] David Adrian, Karthikeyan Bhargavan, Zakir Durumeric, Pierrick Gaudry, Matthew
Green, J Alex Halderman, Nadia Heninger, Drew Springall, Emmanuel Thomé, Luke
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